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Probabilistic Lifetime Prediction of Electronic
Packages Using Advanced Uncertainty

Propagation Analysis and
Model Calibration

Hyunseok Oh, Hsiu-Ping Wei, Bongtae Han, and Byeng D. Youn

Abstract— We propose a novel methodology for calibrating
the physics-based lifetime models of the electronic packages
using the eigenvector dimension-reduction (EDR) method and
a censored data analysis. The methodology enables to over-
come two challenges that are encountered in typical electronic
packaging applications: 1) the minimum computational cost
without sacrificing the prediction accuracy and 2) the proper
handling of the censored data. The EDR method is first employed
for uncertainty propagation for the computational efficiency
when multiple unknown variables are to be used in nonlinear
damage models. Next, the likelihood function is modified to
handle the failure data as well as the censored data in the
likelihood analysis, and thus establishes the correlation between
the model response and the experimental result. Finally, through
an unconstrained optimization process, a calibrated parameter
set of statistical distributions for unknown input variables is
obtained while maximizing the modified likelihood. The proposed
statistical calibration approach is implemented for solder joint
fatigue reliability. The results confirm the claimed computational
effectiveness for an accurate physics-based lifetime model.

Index Terms— Censored data, eigenvector dimension reduc-
tion (EDR), modified maximum likelihood, probabilistic
physics-based lifetime model, statistical calibration, uncertainty
propagation.

I. INTRODUCTION

THE ACTUAL lifetime of an electronic product varies
due to inherent variability in materials, geometries, and

operation conditions [1]. The physics-based lifetime modeling
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can assess the statistical distribution of the product lifetime.
The statistical distribution, if predicted accurately, can be
effectively used to identify the potential safety risks and
to calculate the warranty and the maintenance costs [2].
Numerous studies have demonstrated the effectiveness of
the probabilistic approach in the physics-based lifetime
modeling [3]–[6].

The statistical distribution of the product lifetime can be
obtained by the uncertainty propagation analysis. Extensive
efforts have been made to achieve high accuracy without
compromising the computational cost. The methods for the
uncertainty propagation analysis can be categorized into:
1) random sampling; 2) expansion; 3) response surface; and
4) approximate integration methods. Table I summarizes the
pros and cons of the existing methods.

Among the methods, the conventional Monte Carlo simula-
tion technique (random sampling) usually offers the most accu-
rate results [7]. However, it is not suitable to some engineering
problems for which the computational cost is extremely high.
The Monte Carlo simulation technique combined with Latin
hypercube sampling can be used to relieve the computational
burden [8], [9]. More rigorously, the adoption of the response
surface approximation technique with Monte Carlo sampling
is widely accepted to reduce the computational burden signifi-
cantly [10], [11]. Yet, the accuracy of their outputs depends on
how accurately the response surface is constructed. In addition,
the Monte Carlo simulation and the response surface approxi-
mation techniques suffer from the curse of dimensionality. The
computational cost increases exponentially as the number of
variables increases.

The expansion method is effective when the uncertainty
in input variables is relatively small. To account for a large
deviation in input variables, higher order terms should be
incorporated in the expansion, which increases the computa-
tional cost exponentially with the increased number of input
variables. Its application is limited to the cases where the input
variables follow Gaussian distributions.

The approximate integration method is relatively new but
it has a distinct advantage over other methods [12], [13].
The computational cost increases only additively with the
increased number of variables, since the statistical moments
are calculated by the additive decomposition of a multiple-
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TABLE I

PROS AND CONS OF UNCERTAINTY PROPAGATION METHODS

dimensional integration; the calculation error of the statistical
moments by the additive decomposition has been proved to
be smaller than that of the second-order Tayler series expan-
sion [12]. Among various approximate integration methods,
the eigenvector dimension-reduction (EDR) method is known
to be effective for the uncertainty propagation analysis for
nonlinear damage models, since it requires a fewer number of
sampling points without compromising the accuracy [13].

Uncertainties are inherent during the statistical calibration of
physics-based lifetime modeling. They can be categorized into
physical uncertainty and model uncertainty. Physical uncer-
tainty comes from inherent randomness in material properties,
product geometries, and loading conditions, whereas model
uncertainty is attributed to the lack of an accurate model that
emulates actual failure mechanisms. In general, experimental
quantification of physical uncertainty is an expensive and time-
consuming task [14], [15], while expert knowledge and/or
reference information is sometimes used to speculate physical
uncertainty. However, the use of inaccurate information in
physics-based lifetime modeling can compromise the predic-
tive capability of a model, albeit not intentionally. To this end,
it is desirable to develop a practical strategy that results in a
high-fidelity physics-based lifetime model.

The concept of statistical calibration was developed to
improve the accuracy of computational models in the engi-
neering design community. Model calibration is defined as
an activity that adjusts a set of unknown parameters in a
computational model to maximize the agreement between
the outputs from simulation and experiments [16], [17]. The
approach is considered as a practical and feasible way for
assessing the uncertainty in computational modeling. The
statistical model calibration requires multiple sample data,
since a valid conclusion from a statistical analysis can be
drawn only with a sufficient number of samples; the optimal

number of samples for statistical analysis of life testing data
varies depending on applications. In addition, the competitive
market environment often dictates the testing time, which
results in surviving samples (i.e., censored or suspension data)
at the termination of testing. The need to consider censored
data as well as failure data has been underscored by the ever-
decreasing product development cycle time. To the best of
our knowledge, the previous model calibration studies did not
address this issue.

To overcome the above challenges, namely, the minimum
computational cost without sacrificing the prediction accuracy
and the proper handling of the censored data, this paper
proposes a novel methodology for calibrating physics-based
lifetime models using the EDR method and a censored data
analysis. Section II presents the key theories that are used in
the proposed methodology. In Section III, the methodology
is described for statistical calibration in probabilistic physics-
based lifetime modeling. Section IV reports the results from a
case study to demonstrate the effectiveness of the proposed
methodology. Section V concludes this paper with the
future work.

II. THEORETICAL BACKGROUND

This section reviews two key methods used in the proposed
methodology: 1) the EDR method and 2) the likelihood
analysis with failure data as well as censored data.

A. Eigenvector Dimension-Reduction Method
for Uncertainty Propagation

An uncertainty propagation analysis using the approximate
integration method is achieved by: 1) calculating the sta-
tistical moments of a system response and 2) constructing
the statistical distributions of the system response using the
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statistical moments. The mth-order statistical moment of a
system response is defined as

E{Y m(X)} ≡
∫ +∞

−∞
· · ·

∫ +∞

−∞
{y(x1, . . . , xN )}m

× fx1,...,xN (x1, . . . , xN )dx1, . . . , dxN (1)

where E(·) is the expectation operator, Y (X) = y(x1, . . . , xN )
is the system response function with N random variables,
X = x1, . . . , xN (i.e., N dimension), and fx1,...,xN (x1, . . . , xN )
is the joint probability density function (pdf).

Equation (1) poses a mathematical challenge in executing
a multidimensional integration. To address this challenge,
Rahman and Xu [12] proposed a novel concept of additive
decomposition, which is to approximate a multidimensional
response function into multiple 1-D functions. When (1) is
additively decomposed, one obtains

E{Y m(X)} ∼= E

⎧⎨
⎩

⎡
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m⎫⎬
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where μ j is the mean of x j . By binomial and recursive
formulas, the right-hand side of (2) becomes

m∑
i=0

(
m
i

)
Si

N [−(N − 1)y(μ1, . . . , μN )]m−i (3)
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Si
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i∑
k=0

(
i
k

)
Sk

N−1 E{[y(μ1 . . . , μN−1, xN )]i−k}.

The EDR method employs three steps in calculating the
expectation of the 1-D numerical integration [13]: 1) the
eigenvector sampling approach to determine the integration
points; 2) the stepwise moving least square method to con-
struct an approximated 1-D response curve for the mth-order
function of x j ; and 3) the adaptive Simpson rule to form a
numerical integration equation of an approximated response
curve. It should be noted that Steps 2) and 3) may accumulate
a small amount of numerical error but it is expected to be
negligible [13]. Once the first four statistical moments of a
system response are obtained using (3), the Pearson system
constructs the statistical distribution (i.e., pdf) of a random
response, y, which is the final outcome of the EDR method
for an uncertainty propagation analysis.

The EDR method only requires (2N + 1) or (4N + 1) runs
of a computational model. The choice for either (2N + 1) or
(4N +1) depends on the degree of system response nonlinear-
ity. With additive decomposition, the computational cost for
the EDR method increases only additively as the number of

variables increases, avoiding the curse of dimensionality. This
is the major advantage over the response surface, expansion,
Monte Carlo simulation techniques, and their combinations.

B. Modified Likelihood for Failure Data and Censored Data

A metric should be defined to quantify the degree of
agreement between two pdfs obtained from modeling and
experiments. In the literature, three types of metrics are
found: 1) mean squared error [18]; 2) Bayesian measure [19],
[20]; and 3) likelihood [17], [21]. The mean squared error
metric is easy to calculate, whereas variability of individual
samples in the experiments is not accounted for. When a
small number of samples are available, the Bayesian measure
can provide a more accurate estimate than the mean square
error metric. However, the accuracy of a Bayesian measure
relies on that of the prior information that the user has to
determine. The likelihood directly quantifies the correlation
between the variability in the experiments and a pdf calculated
by a model; yet, its computational cost is lower than the
Bayesian measure. For these reasons, the likelihood is widely
used as an efficient metric for the statistical model calibration
of engineering systems.

Assuming k independent samples used in a life test, a
likelihood function is defined as

L(p; t1, . . . , tk) = C
k∏

i=1

Li (p; ti) (4)

where Li (p;ti ) is the probability of the i th failure, C is the
constant, ti is the time-to-failure [or cycles-to-failure (CTF)]
of the i th failure, and p is the vector of parameters of the pdf.

In a life test, it is not unusual to have censored data whose
exact failure time is unknown. Left censoring means that a
failure occurs before the first inspection. Interval censoring
implies that a failure occurs between inspections. Right cen-
soring indicates that a failure is known to occur after the
termination of life testing [22]. A likelihood function with
censored data is [22]

L(p; t1, . . . , tk) ∝
k∏

i=1

[F(ti )]li [F(ti ) −F(ti−1)]di [1 −F(ti )]ri

(5)

where F(ti ) is the cumulative distribution function (cdf) of ti ,
and li , di , and ri are 1 if the i th sample is either left, interval,
or right censored, respectively. Otherwise, li , di , and ri are set
to be zero. The sum of li , di , and ri is the total number of
samples (k) in a life test.

III. METHODOLOGY FOR STATISTICAL CALIBRATION

OF PHYSICS-BASED LIFETIME MODEL

The flowchart of the proposed methodology is shown in
Fig. 1; the main parts include physics-based lifetime model-
ing, uncertainty propagation, and likelihood calculation. The
physics-based lifetime modeling consists of life modeling
and damage modeling. Numerous life models have been
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Fig. 1. Flowchart of the proposed methodology.

developed to emulate failure mechanisms. Some of the well-
known models for the reliability of semiconductor packages
are summarized in Table II.

The functional relationship between life and damage at a
potential failure site is determined. The relationship can be
expressed as

T̂ f = f (a, D) (6)

where T̂ f is the lifetime predicted from a life model, a is the
vector of model parameters, and D is the damage index. Model
parameters are typically estimated by fitting the experimental
data into a relevant life model.

Next, damage modeling determines the damage at the
potential failure site of an engineering system subjected to
environmental and operational loadings. The functional rela-
tionship can be expressed as

D = g(τ, γ, ν) (7)

where τ is the vector that consists of product geometry vari-
ables, γ is the vector that consists of manufacturing process
variables, and ν is the vector that consists of environmental
and operational loading variables. Damage modeling can be
completed by adopting a linear damage accumulation law (e.g.,
Miner’s rule) or using commercial finite-element analysis tools
(e.g., ABAQUS and ANSYS). The outcome from life and
damage modeling is the predicted lifetime of an engineering
system/component.

Uncertainties in material properties, product geometries,
and environmental and operational loadings always exist due
to inherent randomness. In this paper, uncertain parameters
in material properties, product geometries, and loadings are
referred to as unknown variables. They should be distinguished
from known variables whose variability is known a priori.

An initial guess of unknown variables can be made in a
parametric form of a pdf. Initial pdfs of unknown variables can
be assumed by reviewing the literature or referring to experts’
opinions.

When inherent uncertainty in unknown variables is incor-
porated into the damage model and subsequently into the
life model, a pdf of lifetimes is expected to be an
output response of a probabilistic physics-based life model.
As discussed in Section II-A, uncertainty propagation
requires a significant amount of computational resources. The
EDR method is employed in this paper for the reasons
mentioned earlier.

The correlation between the predicted and experimental
results can be maximized with an objective function of the
likelihood. In a life testing, interval- and right-censored data
are typically observed, whereas left-censored data are not
common. Therefore, the objective function for the optimization
is defined as

L(p; t1, . . . , tk) ∝
k∏

i=1

[F(ti ) − F(ti−1)]di [1 − F(ti )]ri (8)

When the interval for failure inspection is extremely small in
such a way that a failure is detected in real-time, (8) becomes

L(p; t1, . . . , tk) ∝
k∏

i=1

[ f (ti )]di [1 − F(ti )]ri (9)

where f (·) is the pdf of ti .
Any local minima in the objective function should be

avoided during optimization. Before starting the optimization
process, sweeping unknown variables in the calibration domain
can be used to check if any local minima exist.

The optimization is an iterative process. Each iteration
requires the execution of an Finite Element Analysis (FEA)
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TABLE II

FAILURE MECHANISMS, SITES, AND MODELS FOR ELECTRONIC PACKAGING

(2N + 1) or (4N + 1) times. Then, the EDR method can con-
struct the statistical distribution of the lifetime. It is worth not-
ing that a gradient-based optimization, if employed, demands
an extra cost for computing gradients at every iteration. When
the iteration converges, an optimal set of parameters of pdfs of
unknown variables is determined. Otherwise, an initial guess
of unknown variables is updated. The uncertainty propagation
and likelihood calculation are subsequently repeated until the
convergence criterion is met, as shown in Fig. 1.

IV. IMPLEMENTATION: BOARD-LEVEL RELIABILITY

When the solder joint fatigue failure or board level reli-
ability (BLR) of surface mount components is evaluated
through an accelerated thermal cycling (ATC) test, the CTF are
known to vary significantly due to the inherent manufacturing

variation by solder joint geometries as well as the nonuniform
testing conditions. The proposed approach is implemented to
predict the variation in the actual accelerated testing data.
It is to be noted that the lead-based eutectic solder is used
in the implementation because of the well-established damage
model.

A. Accelerated Thermal Cycling Test

Three types of thick-film rectangular chip resistors were
used. For 6332-type resistors, the solder pad with the size of
1 mm was patterned on printed circuit boards to control the
amount of solder used in the assembly. They were mounted
on the PCB using the lead-based Sn37Pb eutectic solder, as
shown in Fig. 2. The specification of the test specimens is
summarized in Table III. For an ATC test [23], the solder joint
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TABLE III

SPECIFICATION OF TEST SPECIMENS

Fig. 2. 6332-type solder joint assembly used in ATC tests.

Fig. 3. Lognormal failure distribution plot of the ATC tests.

assemblies were subjected to temperature excursions from
−50 °C to 125 °C. Each thermal cycle took 1 h, including
a dwell time of 15 min.

Fig. 3 shows the distribution of lifetimes of the solder
joint assemblies. The results were plotted using the lognor-
mal distribution that provided the best fit to the CTF data.
The 6332-, 1005-, and 0603-type solder joint assemblies
have the mean cycles to failure (MCTF) of 1592, 14066,
and 12136, respectively. The location and scale parameters of

Fig. 4. Representative fatigue failure of solder joints in 6332-type solder
joint assembly.

the three types of solder joint assemblies were (7.305, 0.368),
(9.468, 0.408), and (9.324, 0.400). It was found that the scale
parameter increased as the location parameter became large.
The deviations in the CTFs were significant. For example, the
cycles to 2% failure for the 6332-type solder joint assembly
was estimated to be only around 700 cycles, while the cycles
to 98% failure to be 3200 cycles.

The errors caused by ignoring censored data in the distri-
bution analysis are shown in Tables IV–VI. As expected, the
error increased as the percentage of censored data increased.
Thus, it is inevitable to employ both the failure data and the
censored data in a distribution analysis if a desired accuracy
is required. For the same reason, the censored data should be
incorporated in the likelihood analysis, which will be discussed
in Section IV-C.

After the tests, a destructive failure analysis was conducted
with failed solder joint assemblies. A representative example
is shown in Fig. 4, which indicates that the dominant failure
mechanism was is a typical fatigue failure in solder joints.

B. Solder Joint Fatigue Life and Damage Modeling

Darveaux’s fatigue life model was employed to predict the
fatigue lifetimes of the solder joint assemblies. The rela-
tionship between the strain energy density (�Wave) and the
CTF (N) has been known as

N0 = K1(�Wave)
K2 (10)

Np = a

K3(�Wave)K4
(11)
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TABLE IV

RESULTS OF 6332-TYPE SOLDER JOINT ASSEMBLY TEST DATA: 44 FAILURES AND 4 SURVIVALS (8.3% OF CENSORED DATA)

TABLE V

RESULTS OF 1005-TYPE SOLDER JOINT ASSEMBLY TEST DATA: 71 FAILURES AND 37 SURVIVALS (34.2% OF CENSORED DATA)

TABLE VI

RESULTS OF 0603-TYPE SOLDER JOINT ASSEMBLY TEST DATA: 84 FAILURES AND 24 SURVIVALS (22.2% OF CENSORED DATA)

where N0 is the number of cycles to initiate cracks, Np is
the number of cycles to propagate cracks until failure, �Wave
is the net increase in the strain energy density per cycle,
a is the crack size, and K1, K2, K3, and K4 are the empirical
constants. The total lifetime for solder joint assemblies is the
sum of N0 and Np . It has been known that N0 for solder
joint assemblies is much smaller than Np [24]. Therefore,
only (11) was used to estimate the solder joint lifetimes in this
case study. In damage modeling, the strain energy densities
in the solder joints were calculated using the viscoplastic
model [25] in the commercial FEA package (VISCO107;
ANSYS).

There is no established guideline on how to define the
solder joint volume for the damage calculation (i.e., averaged
inelastic strain energy density). The volume for averaging must
be selected through investigating the failure mode of the actual
test samples and the distribution of the inelastic strain energy.
The geometry of solder joint assembly and the input variable
to be calibrated (solder joint height) are illustrated in Fig. 5(a).
The center layer of the solder joint elements below the chip
resistor was used to average the strain energy density. The
actual elements used to calculate the strain energy density and
the inelastic strain energy density distribution in the solder
joint are shown in Fig. 5(b) and (c), respectively. The thickness
of a single layer of the mesh element used for averaging
was 10 μm.

A preliminary analysis was conducted to establish a damage
stabilization criterion; the damage was completely stabilized
after four cycles. The average strain energy densities for the
6332-, 1005-, and 0603-type solder joint assemblies were
0.2569, 0.1600, and 0.1279 J/mm2, respectively. The values of

K3 and K4 were obtained by curve fitting of the strain energy
densities and the MCTFs in Fig. 3 as 0.3884 and 4.7089.

C. Statistical Calibration Using EDR Method

The statistical calibration begins with the selection of
unknown variables in the solder joint fatigue life model.
The selection of an appropriate set of unknown variables is
critical to the successful implementation of model calibration.
Experimental evidence, sensitivity analysis, and engineering
expertise on unrecognized model parameters can be used
to decide unknown variables. In this paper, two unknown
variables were identified from the literature review: 1) solder
joint height variation and 2) temperature distribution in an
environmental test chamber.

The first unknown variable, the solder joint height
[Fig. 5(a)], is known to be very critical to BLR [26], [27].
Chai et al. [28] presented that both the solder joint height and
the part tilt are the dominant factors that affect the solder
interconnect reliability. According to [28], the solder joint
height between the two sides of the same 6332-type resistor
sample could vary as much as 12 μm when the nominal height
was 30 μm.

The second unknown variable is the local tempera-
ture variation inside an environmental testing chamber.
Verboven et al. [29] observed a large spatial distribution of
the temperature during the end of the warm-up period in a
forced convection oven; the measured average temperature
was 181.3 °C and the standard deviation was 8.0 °C. At the
steady state with the target temperature of 200 °C, the vari-
ability in the oven temperature reduced to 3.4 °C with the
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Fig. 5. Geometry of solder joint assembly. (a) Input variable to be calibrated
(solder joint height). (b) Elements used to calculate strain energy density.
(c) Inelastic strain energy density distribution in the solder joint.

averaged measured temperature of 197.1 °C. A similar level
of spatial temperature variation is expected in the ATC test.

The solder joint height was assumed to follow a lognor-
mal distribution, since a negative value was not permitted,
and the spatial distribution of the temperature in a con-
vection oven was assumed to follow a normal distribution
based on the analysis in [29]. As a result, three parameters
of the pdfs were considered as unknowns for statistical
calibration: 1) the location parameter of the solder joint
height, 2) the scale parameter of the solder joint height; and
3) the standard deviation of the oven temperature. The initial
guess of the solder joint height was 30 μm and its standard
deviation was set to be 1 μm after reviewing the industrial
standard [30]. The initial guess of the standard deviation of

Fig. 6. Results obtained from a sweeping analysis to identify the local
minima of the likelihood.

the oven temperature was 5 °C when the oven reached the
maximum temperature of 125 °C.

A sweeping analysis was conducted first to identify any
local minima in the likelihood function. As shown in Fig. 6,
two potential local minima were observed for the stan-
dard deviations of solder joint height and oven temperature:
1) a combination of 1 μm and 4 °C and 2) a combination
of 4 μm and 2 °C. The likelihood values at the local min-
ima were 150.37 and 150.33, respectively, whose difference
was negligible. The solder joint height deviation in the second
combination (i.e., 22.9–38.6 μm with 95% confidence level)
was unrealistic in the well-controlled soldering reflow process,
i.e., this deviation exceeded the deviation in the worst case sce-
nario [28]. Therefore, the first combination was considered as
a proper starting point to be used in the statistical calibration.

A single run of the FEA based on the viscoplastic model
took ∼2 h. The EDR-based approximate integration technique
required only 4N + 1 runs (i.e., nine runs when two unknown
variables are considered, i.e., N = 2) for a single iteration.
Multiple iterations are typically required, which result in
additional computational time, e.g., 180 h (=10 × 9 runs ×
2 h per run) for ten iterations. In this case study, the likelihood
as well as the unknown variables completely converged after
14 iterations in the unconstrained optimization process using
the “fmincon” function in MATLAB.

D. Results and Discussion

Fig. 7 compares the initial pdfs of the two unknown
variables with the calibrated pdfs. In Fig. 7(a), the location
parameter of the lognormal distribution for the solder joint
height decreased from 3.401 to 3.376. Its scale parameter
decreased from 0.033 to 0.009. The change in the scale
parameter indicates that the deviation in the solder joint height
is smaller than the initial guess. In Fig. 7(b), the standard
deviation of the normal distribution for the oven temperature
also decreased from 5.0 °C to 4.1 °C. This implies that
a smaller amount of deviation in the solder joint height
and the oven temperature was sufficient to accommodate the
variability in the solder joint fatigue life. Fig. 8 compares
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Fig. 7. Initial guesses and calibrated values for (a) solder joint height and
(b) oven temperature.

Fig. 8. PDF predicted from the calibrated model is compared with the
experimental data.

the experimentally obtained lifetime histogram with the pdf
predicted by the calibrated fatigue life model. The pdf shows
good agreement with the histogram whose likelihood has been
minimized with the value of 148.47.

A supplementary analysis was conducted to evaluate a case
with only the solder joint height as an unknown variable

Fig. 9. Estimated BLR of portable electronics.

in the statistical calibration. After statistical calibration, the
location and scale parameters of the lognormal distribu-
tion for the solder joint height were determined to be
3.370 and 0.116, respectively. With 95% confidence level, the
solder joint height varies from 23.18 to 36.48 μm. The use
of a single unknown variable leads to an unreasonably large
deviation in the solder joint height, which is not physically
feasible [28].

The reliability of the chip resistor used in portable electron-
ics was predicted with the calibrated model. A field condition
for the mobile device from IEC 60721-3-7 [31] includes the
maximum and minimum temperatures of 70 °C and −40 °C.
Fig. 9 shows the cdf of the solder joint fatigue life. The CTF
for 1 and 10 ppm is 313738 and 316126 cycles, respectively.

V. CONCLUSION

A novel probabilistic lifetime prediction of electronic pack-
ages using the combined advanced uncertainty propagation
analysis and model calibration was proposed. The proposed
methodology consisted of: 1) an uncertainty propagation
analysis using the EDR method; 2) a modified likelihood
analysis to handle the failure data as well as censored data;
and 3) an unconstrained optimization process to determine a
calibrated parameter set of statistical distributions for unknown
input variables.

The effectiveness of the proposed methodology was demon-
strated by a case study of solder joint fatigue reliability. Uncer-
tainties in the solder joint height in the chip resistor assemblies
and the spatial distribution of the oven temperature were
estimated while successfully overcoming the two challenges
of typical electronic packaging applications: 1) the minimum
computational cost without sacrificing the prediction accuracy
and 2) the proper handling of the censored data. The calibrated
model was further used to predict the reliability of solder joint
assemblies under a field condition for the mobile device.

The results confirmed the computational effectiveness for
an accurate physics-based lifetime model. It is anticipated that
more probabilistic reliability problems of electronic packaging
that have not been feasible due to excessive computational cost
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will be implemented using the proposed methodology to be
able: 1) to improve design and manufacturing processes and
2) to predict warranty and maintenance costs.
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